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 Learning goals by background 

  No background in social statistics: 
–  See what doing machine learning looks like in practice 

  Linear regression, in Excel, SPSS, or Stata: 
–  Identify use cases for machine learning 

–  Use cross-validation 

  Logistic regression, and/or Python or R: 
–  Build and evaluate a basic machine learning model 
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 About me 

History of science → 

 Social science → 

 Machine learning → 

 Social science 
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 Structure 

  Preliminaries 
  What is machine learning? 
  When use machine learning? 
  Key concepts 
–  “Prediction” 
–  Overfitting, Cross-validation 
–  Confusion matrix 
–  Feature engineering 
  Interactive, live demonstration in R 
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 Preliminaries 
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 Follow along with the demonstration! 

  If you don’t have it already, download and 
install R (search: “install R”) 

  Also install RStudio (search: “install RStudio”) 

  Installation will take about as long as the 
introduction 
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 Basic background: Correlation 
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 Basic background: Idea of model “fit” 

  All machine learning and statistics models 
take in data, process them via some 
assumptions, and then give out something: 
relationships, and/or likely future values. 
  The processing is called “fitting”, and the 
output is called a “fit.” Machine learning 
uses “learning” or “training,” but it’s the 
same.  
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 What is machine learning? 
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 ML = Using correlations for prediction 

  Textbook definitions are aspirational. In 
practice, machine learning is about finding 
correlations that we can use for prediction 
  Spurious correlations are fine, so long as 
they are robust 
  Machine learning is not well suited for 
modeling or understanding the world 
(although people assume it is) 
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 Machine learning is all statistical 

xkcd.com/1838 
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 Statistics vs. machine learning 

  Same underlying principles, many of the 
same models, techniques, and tools 

  Used for different ends, and used in very 
different ways (ML: no p-values!) 

  Folded into machine learning: data mining, 
pattern recognition, some Bayesian statistics 
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 (Questions so far?) 
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 When use machine learning? 
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 Recover a hard-to-get signal via proxy 

  E.g., 500,000 tweets, only two human coders 
  Have both coders label 1,000 random tweets 
–  Inter-coder reliability (CS: “inter-annotator 

agreement”) 

  Find correlations between word frequencies in 
the tweets and the human-given labels 

  Use correlations to label other 499,000 tweets 
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 Key components of a good use case 

1.  We have “ground truth” (e.g., human 
labels, previous failures), and 

2.  Ground truth is hard to collect, and 

3.  We have some readily available proxy 
measure, and 

4.  We don’t care how or what in the proxy 
recovers the ground truth, only that it does 
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 ML: When only accuracy* matters 

* Or other relevant metric of success  
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 The surprising part 

  The best-fitting (most accurate*) model does 
not necessarily reflect how the world works 

  This has been shocking in statistics for 
decades (Stein’s paradox, Leo Breiman’s 
“two cultures”), but little known outside 

  We can “predict” without “explaining”! 

* Or other relevant metric of success  
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 Most useful for building systems 

  Narrow people’s choices to “relevant” ones 
(friend connections, search results, 
products) 

  Detection (facial recognition, fraud) 

  Anticipation (customer demand, equipment 
failure) 

  …Seldom happens in social science 
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 For exploratory analysis 

  The best fitting model is worthwhile to 
explore 
–  E.g., variable selection or variable importance 

  Unsupervised learning (synonymous with 
clustering) techniques 
– Topic models 
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 (Questions so far?) 
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 Background needed 
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 How much math? 

  To be a practitioner, same as what you need 
to do social statistics: algebra and a bit of 
calculus 

  To understand underlying mechanics: linear 
algebra, multivariate calculus 

  To understand underling principles: learn 
probability and mathematical statistics 
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 How much programming? 

  For personal use: at least be able to write 
loops and functions, know up to sorting 
algorithms 
  For production: some software development 
principles 
  Alternatives: Weka and Rapid Miner have 
graphical interfaces, no programming 
required 
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 Which language/environment? 

Weka, Rapid Miner 
–  Basic use 

  Python (numpy, scipy, scikitlearn, pandas) 
–  Scale, integrating into production, best visualizations 

(sometimes), deep learning 

  R 
–  More flexibility in how to use techniques, a self-

contained environment, and better integration with 
(social) statistics 
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 Resources 
The

WEKA
Workbench

Eibe Frank, Mark A. Hall, and Ian H. Witten

Online Appendix for
“Data Mining: Practical Machine Learning Tools and Techniques”

Morgan Kaufmann, Fourth Edition, 2016

Springer Series in Statistics

Trevor Hastie
Robert Tibshirani
Jerome Friedman

Springer Series in Statistics

The Elements of
Statistical Learning
Data Mining, Inference, and Prediction

The Elem
ents of Statistical Learning

During the past decade there has been an explosion in computation and information tech-
nology. With it have come vast amounts of data in a variety of fields such as medicine, biolo-
gy, finance, and marketing. The challenge of understanding these data has led to the devel-
opment of new tools in the field of statistics, and spawned new areas such as data mining,
machine learning, and bioinformatics. Many of these tools have common underpinnings but
are often expressed with different terminology. This book describes the important ideas in
these areas in a common conceptual framework. While the approach is statistical, the
emphasis is on concepts rather than mathematics. Many examples are given, with a liberal
use of color graphics. It should be a valuable resource for statisticians and anyone interested
in data mining in science or industry. The book’s coverage is broad, from supervised learning
(prediction) to unsupervised learning. The many topics include neural networks, support
vector machines, classification trees and boosting—the first comprehensive treatment of this
topic in any book.

This major new edition features many topics not covered in the original, including graphical
models, random forests, ensemble methods, least angle regression & path algorithms for the
lasso, non-negative matrix factorization, and spectral clustering. There is also a chapter on
methods for “wide” data (p bigger than n), including multiple testing and false discovery rates.

Trevor Hastie, Robert Tibshirani, and Jerome Friedman are professors of statistics at
Stanford University. They are prominent researchers in this area: Hastie and Tibshirani
developed generalized additive models and wrote a popular book of that title. Hastie co-
developed much of the statistical modeling software and environment in R/S-PLUS and
invented principal curves and surfaces. Tibshirani proposed the lasso and is co-author of the
very successful An Introduction to the Bootstrap. Friedman is the co-inventor of many data-
mining tools including CART, MARS, projection pursuit and gradient boosting.

› springer.com

S T A T I S T I C S

ISBN 978-0-387-84857-0

Trevor Hastie • Robert Tibshirani • Jerome Friedman
The Elements of Statictical Learning

Hastie • Tibshirani • Friedm
an

Second Edition
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 (Questions so far?) 
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 Key concepts 
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 “Prediction” means correlation 

  Prediction is a technical term, meaning “fitted 
values” in both statistics and machine 
learning 

  “X predicts Y” is better read as “In a model, 
X correlates with Y” 

  A prior correlation does not necessarily predict! 
Hopefully it does, but testing is key 
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Overfitting: fit to noise 

  If we are no longer guided by theory, and use 
automatic methods, we risk overfitting: fitting to 
the the noise, not the data 
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 Data splitting: Catch overfitting 

  Idea: if we split data into two parts, the signal should 
be the same but the noise would be different 

  Cross validation: Fitting the model on one part of the 
data, and “testing” on the other 

  
 

https://medium.com/greyatom/what-is-underfitting-and-overfitting-in-machine-learning-and-how-to-deal-with-it-6803a989c76 
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 Confusion matrix 
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 Feature engineering 

  In social science, we have the variables (e.g., 
the survey responses) 
  In machine learning, you might have lots of text 

data, or lots of sensor data, for a single 
outcome 
  “Feature engineering”: heuristics to extract 

variables to summarize the data. Huge part of 
ML, no systematic solution for every data type 
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 (Questions so far?) 
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 Demo (Background) 
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 Topic: Datacamp “Titanic” example 
Introduction 

Preliminaries 

What is ML? 

When use ML? 

Background 
needed 

Key concepts 

Demo 
Topic 
Commentary 
Social science 
baseline 
Switch to R 



Machine learning for social scientists Slides: https://MominMalik.com/ml_socsci.pdf 43 of 45 

 Commentary by Meredith Broussard 
  Captain: “Put the women and children in 

and lower away.”  
  First Officer: women and children first 
  Second Officer: women and children only 
  “the lifeboat number isn’t in the data. This 

is a profound and insurmountable 
problem. Unless a factor is loaded into the 
model and represented in a manner a 
computer can calculate, it won’t count… 
The computer can’t reach out and find out 
the extra information that might matter. A 
human can.” 

Introduction 

Preliminaries 

What is ML? 

When use ML? 

Background 
needed 

Key concepts 

Demo 
Topic 
Commentary 
Social science 
baseline 
Switch to R 



Machine learning for social scientists Slides: https://MominMalik.com/ml_socsci.pdf 44 of 45 

 Social science baseline for comparison 

  5 econometrics 
papers from Frey, 
Savage, and Torgler 
(2009-2011) give a 
comparative “social 
statistics” approach 

Article

Corresponding author:
Bruno S. Frey, Warwick Business School, Room C3.14, The University of Warwick, Coventry, 
CV4 7AL United Kingdom
Email: bruno.frey@econ.uzh.ch

Who perished on the 
Titanic? The importance 
of social norms 

Bruno S. Frey
University of Warwick, Switzerland

David A. Savage and Benno Torgler
Queensland University of Technology, Australia

Abstract
This paper seeks to empirically identify what factors make it more or less likely for 
people to survive in a life-threatening situation. Three factors relate to individual 
attributes of the persons onboard: physical strength, economic resources, and 
nationality. Two relate to social aspects: social support and social norms. The Titanic 
disaster is a life-or-death situation. Otherwise-disregarded aspects of human nature 
become apparent in such a dangerous situation. The empirical analysis supports the 
notion that social norms are a key determinant in extreme situations of life or death.

Keywords
decision under pressure, disasters, power, quasi-natural experiment, survival, tragic 
events

1 Situations of life or death
This paper asks the question: what individual and social factors determine 
survival in a situation of life or death? The basic idea is that otherwise- 
disregarded aspects of human nature become more readily visible in the 
most dangerous situations in which some individuals perish and others save 
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a b s t r a c t

This paper explores what determines the survival of people in a life-and-death situation.
The sinking of the Titanic allows us to inquire whether pro-social behavior matters in such
extreme situations. This event can be considered a quasi-natural experiment. The empirical
results suggest that social norms such as ‘women and children first’ persevered during
such an event. Women of reproductive age and crew members had a higher probability of
survival. Passenger class, fitness, group size, and cultural background also mattered.

© 2010 Elsevier B.V. All rights reserved.

How selfish soever man may be supposed, there are evidently some principles in his nature, which interest him in the fortune
of others, and render their happiness necessary to him, though he derives nothing from it, except the pleasure of seeing it.

The Theory of Moral Sentiments (Smith, 1790).

1. Introduction

At the very core of economics lies the question of scarcity, or “how society makes choices concerning the use of limited
resources” (Stiglitz, 1988). To achieve utility-maximization from a limited set of resources, traditional economic models
assume that individuals actively pursue their material self-interest. The Homo Economicus theory has shown to be useful in
many cases. However, substantial evidence has been generated that suggests that other motives such as altruism, fairness,
and morality profoundly affect the behavior of many individuals. People may punish others who have harmed them or
reward others who have helped them, sacrificing their own wealth (Camerer et al., 2004). People donate blood or organs
without being compensated; they donate money to charitable organizations. During wartime many individuals volunteer
to join the armed forces and are willing to take high risks as soldiers (Elster, 2007). Citizens vote in elections incurring
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To understand human behavior, it is important to know under
what conditions people deviate from selfish rationality. This study
explores the interaction of natural survival instincts and internal-
ized social norms using data on the sinking of the Titanic and the
Lusitania. We show that time pressure appears to be crucial when
explaining behavior under extreme conditions of life and death.
Even though the two vessels and the composition of their passen-
gers were quite similar, the behavior of the individuals on board
was dramatically different. On the Lusitania, selfish behavior
dominated (which corresponds to the classical homo economicus);
on the Titanic, social norms and social status (class) dominated,
which contradicts standard economics. This difference could be
attributed to the fact that the Lusitania sank in 18 min, creating
a situation in which the short-run flight impulse dominated behav-
ior. On the slowly sinking Titanic (2 h, 40 min), there was time for
socially determined behavioral patterns to reemerge. Maritime
disasters are traditionally not analyzed in a comparative manner
with advanced statistical (econometric) techniques using individ-
ual data of the passengers and crew. Knowing human behavior
under extreme conditions provides insight into howwidely human
behavior can vary, depending on differing external conditions.

altruism and self-interest | decisions under pressure | fight and flight |
tragic events | Quasi-Natural Experiment

On the night of April 14, 1912, the Titanic collided with an
iceberg and sank, resulting in the death of 1,517 people.

Three years later, on May 7, 1915, the Lusitania was torpedoed
by a German U-boat and sank; 1,198 people died in this tragedy.
We explore the interaction of survival instincts and the materi-
alization of internalized social norms using data on these two
disasters, both of which demonstrate a similar shortage of life-
boats and survival rates (∼30%), a comparable number of crew
members in relation to passengers (∼40%), and similarities in
passengers’ sociodemographic and socioeconomic structures
(Table 1). Because the two maritime disasters occurred within 3
years of each other, stable historical norms can be assumed.
Maritime disasters, specifically shipping disasters such as the

sinking of the Titanic or Lusitania, are in general not analyzed in a
comparative manner with advanced statistical (econometric)
techniques using individual data of the passengers and crew. This
analysis provides innovative insights into the behavior of individ-
uals under extreme conditions. Economics traditionally assumes
that human beings behave in a rational and selfish way, which is
shaped by external conditions (1, 2). Recent research has provided
evidence that these assumptions do not always hold, however (3–
5). Even though the two vessels and the composition of the pas-
sengerswere quite similar, the behavior of the individuals on board
was dramatically different. On the Lusitania, selfish behavior
prevailed (which corresponds to the classical homo economicus),
whereas on the Titanic, the adherence to social norms and social
status (class) dominated. This difference could be attributed to the
fact that the Lusitania sank in only 18 min, creating a situation in
which the short-runflight impulse dominates behavior, whereas on

the slowly sinking Titanic (2 h, 40 min), there was time for socially
determined behavioral patterns to reemerge. It also can be argued
that the fact that theLusitaniawas sunk during a time of warmight
have provoked different reactions. For example, the passengers on
theLusitaniamight be have been less risk-averse.Warning notices
had been printed in the leading newspapers reminding trans-
atlantic passengers that a state of war was in effect, that any vessel
traveling under the British flag was liable to destruction, and that
passengers sailed at their own risk. On the other hand, there are
several reasonable suppositions supporting the idea that the
Lusitania should not have been at risk, primarily because it was
capable of sufficient speed to outrun enemy torpedoes. The
Lusitania held the transatlantic Blue Riband award for speed at
the time, and it was a vessel carrying civilian passengers, not a
warship. Finally, it was carrying a number of neutral American
civilians. Maritime law states that in wartime, merchant vessels
must be given a warning before attack, whereas warships should
not expect any warning. The Lusitania was never given such a
warning by the attacking German U-boat (6). The cargo was
generally of the ordinary kind, but also included a number of cases
of cartridges (about 5,000). Contrary to German claims, the
steamer carried no masked guns, trained gunners, or special
ammunition, nor was she transporting troops (7).
The likelihood that the passengers of the Lusitania knew about

the tragic events of the sinking of the Titanic should not be exclu-
ded. For example, whereas many of the passengers on the Titanic
may have (wrongly) believed that they would ultimately be rescued
(8), those on the Lusitania may have learned from the experience
of the Titanic. This may have led those passengers to change their
behavior (i.e., increase self-preserving behavior). Nevertheless,
maritime disasters have similarities to quasi-natural experiments,
whose great advantage is randomization and realism (9–11). The
disasters occurred due to an exogenous event, and the resulting
life-and-death situation affected every person aboard equally.
Many social scientists assume that in a life-and-death sit-

uation, self-interested reactions predominate. Social cohesion is
expected to disappear, and the desire to act in accordance with
self-interest takes over (12, 13). In states of extreme privatization
(14), “the social contract is thrown away, and each man single-
mindedly attempts to save his own life at whatever cost to oth-
ers” (15). On the other hand, social norms are followed for
intrinsic reasons; people believe them to be “right” (16) or fear
social sanctions when violating them (17). The emerging disaster
literature suggests that prosocial behavior predominates in such
contexts (18). Laboratory experiments have shown that strategic
incentives are important to the understanding of whether self-
regarding or other-regarding preferences dominate (19).
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