
Three Open Problems for Historians of AI Slides: https://MominMalik.com/three_problems.pdf 1 of 42 

 Three Open Problems for 
Historians of AI 

  Momin M. Malik, PhD <momin_malik@cyber.harvard.edu> 
Data Science Postdoctoral Fellow 
Berkman Klein Center for Internet & Society at Harvard University 

Towards a History of Artificial Intelligence 

Workshop at Columbia University, 24 May 2019 

Slides: https://mominmalik.com/three_problems.pdf 

Introduction 

When did ML 
become 
statistics? 

When did 
algorithms 
become 
models? 

What is the 
genealogy of 
prediction? 

Conclusion 

References 



Three Open Problems for Historians of AI Slides: https://MominMalik.com/three_problems.pdf 2 of 42 

 About me 

    

    
    

    
    

at Harvard University

Introduction 

When did ML 
become 
statistics? 

When did 
algorithms 
become 
models? 

What is the 
genealogy of 
prediction? 

Conclusion 

References 

 Contact me for technical advising! 

<momin.malik@gmail.com> 



Three Open Problems for Historians of AI Slides: https://MominMalik.com/three_problems.pdf 3 of 42 

 The Three Problems 

1.  When did ML become statistics? 

2.  When did algorithms become models? 

3.  What is the genealogy of prediction? 
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 Background and goals 

  My interest, and “internalist” mission, is 
driven by fundamental skepticism 

  There are never any discontinuities; but also, 
disciplinary histories are suspect 

  I want rigorous histories to cite for my 
audiences, collaborators, colleagues 
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 New narratives 

✔ ︎	✘	
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 Machine Learning ⇏ Data/Statistics 

  “A computer program is said to 
learn from experience E with 
respect to some class of tasks T 
and performance measure P if 
its performance at tasks in T, as 
measured by P, improves with 
experience E.” –Mitchell, 
Machine Learning, 1997 
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 Data/Statistics ⇏ Probability 
“briefly, and in its most 
concrete form, the 
object of statistical 
methods is the 
reduction of data.”  
–R. A. Fisher, “On the 
Mathematical 
Foundations of 
Theoretical Statistics”, 
1922 
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 Probability comes from gambling 

  “It is remarkable that a 
science which began with 
the consideration of games 
of chance should have 
become the most important 
object of human 
knowledge.”  
–Laplace, Théorie Analytique 
des Probabilitiés, 1812 
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 The story I’d like to tell… 

  ML started off trying to make “learning 
machines” 
  That failed 
  They found correlations in data could achieve 

the tasks they were trying to do 
  They switched to doing statistics, but called it 

the same thing 
  Not perfectly accurate, but… 
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 Exhibit A: Norvig’s 14 years of effort 

  “As Steve Abney wrote in 1996, ‘In the space 
of the last ten years, statistical methods 
have gone from being virtually unknown in 
computational linguistics to being a 
fundamental given.’… after about 14 years of 
trying to get language models to work using 
logical rules, I started to adopt probabilistic 
approaches”. –Norvig, “On Chomsky”, 2010 
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 Exhibit B: Boden’s take 

  “1980s–1990s work in machine learning 
often replayed insights available in 
traditional statistics… Indeed, it became 
increasingly clear through the 1990s that 
many ‘insights’ of connectionism were 
differently named versions of statistical 
techniques.” –Boden, Mind as Machine, 2006 
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 Exhibit C: “in a matter of a few years” 

  “At first, ML researchers developed… a 
collection of rather primitive (yet clever) set of 
methods to do classification… that eschewed 
probability. But very quickly they adopted 
advanced statistical concepts like empirical 
process theory and concentration of measure. 
This transition happened in a matter of a few 
years.” –Wasserman, “Rise of the Machines”, 
2014 
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 Exhibit D: Breiman’s “second” culture 

  “In the past fifteen years, the growth in 
algorithmic modeling applications and 
methodology has been rapid. It has occurred 
largely outside statistics in a new 
community—often called machine learning
—that is mostly young computer 
scientists.” –Breiman, “The Two Cultures”, 
2001 
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 Why does it matter? 
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 Status quo: Useful ignorance 
  Story in Ch. 3, “Hello, AI” 
–  “So, it’s not real AI?” he asked.  
–  “Oh, it’s real,” I said. “And it’s 

spectacular. But you know, don’t you, 
that there’s no simulated person inside 
the machine? Nothing like that exists. It’s 
computationally impossible.”  

–  His face fell. “I thought that’s what AI 
meant,” he said. “I heard about IBM 
Watson, and the computer that beat the 
champion at Go, and self-driving cars. I 
thought they invented real AI.”  
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 Fight this with demystification 
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2. When did algorithms become models? 
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 Confusion in levels of abstraction 

Data 
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outcomes 
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 Advantages of rhetorical distancing? 

  “neural networkers tend to ignore the 
distributional assumptions they have made, 
whereas statisticians explore their 
consequences.” –Boden 

  Language of “improvement” avoids analysis 
of convergence? 

  Other psychological/political benefits? 
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 Avoids critiques of modeling 
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 Allows for megalomania 

  “Like somebody volunteered 
to be a straw horse”  
–Colleague of mine 

  Given Box’s dictum, would 
anybody take seriously “The 
Master Model”?  
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 Why does it matter? 
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 Study the right topic! 
  “I hopped over to the Department of Management at LSE 

to visit my new friend [and] I asked him: ‘What is an 
algorithm?’ In other words, what is the scope of things I 
can expect will get discussed at a conference about 
algorithms? ‘That’s a very good question,’ Keith replied, 
‘When I started, there was a fairly precise meaning to the 
term. An algorithm was a set of rules, which would 
generate an optimum answer to the problem that you’d 
posed it. It was a statement of rules that gave you the 
best possible answer in a finite amount of time.’” –Poon, 
“Response to Gillespie”, 2013 
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 Apply critiques of statistics!  
  “[Statistical models] assumes the social world consists of fixed 

entities (the units of analysis) that have attributes (the 
variables). These attributes interact, in causal or actual time, to 
create outcomes, themselves measurable as attributes of the 
fixed entities… it is striking how absolutely these assumptions 
contradict those of the major theoretical traditions of sociology. 
Symbolic interactionism rejects the assumption of fixed entities 
and makes the meaning of a given occurrence depend on its 
location—within an interaction, within an actor’s biography, 
within a sequence of events. Both the Marxian and Weberian 
traditions deny explicitly that a given property of a social actor 
has one and only one set of causal implications…” –Abbott, 
“Transcending General Linear Reality”, 1988 
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 Apply critiques of statistics! 

  “A white woman can say that 
a neighborhood is ‘sketchy’ 
and most people will smile 
and nod. She felt unsafe, and 
we automatically trust her 
opinion. A black man can tell 
the world that every day he 
lives in fear of the police, and 
suddenly everyone demands 
statistical evidence to prove 
that his life experience is real.” 
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3. What is the genealogy of “prediction”? 
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 Prediction seems scary powerful 
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 Predict… the future? 

PERSPECTIVE

1216

Fast-Track Zika Vaccine Development

n engl j med 375;13 nejm.org September 29, 2016

Predicting the Future

Predicting the Future — Big Data, Machine Learning,  
and Clinical Medicine
Ziad Obermeyer, M.D., and Ezekiel J. Emanuel, M.D., Ph.D.  

By now, it’s almost old news: 
big data will transform med-

icine. It’s essential to remember, 
however, that data by themselves 
are useless. To be useful, data 
must be analyzed, interpreted, and 
acted on. Thus, it is algorithms — 

not data sets — that will prove 
transformative. We believe, there-
fore, that attention has to shift to 
new statistical tools from the 
field of machine learning that 
will be critical for anyone practic-
ing medicine in the 21st century.

First, it’s important to under-
stand what machine learning is 
not. Most computer-based algo-
rithms in medicine are “expert 
systems” — rule sets encoding 
knowledge on a given topic, which 
are applied to draw conclusions 

ry agencies will pay particular at-
tention to preclinical safety and 
toxicity studies and assessments 
of unexpected adverse events dur-
ing clinical trials and after licen-
sure. The case for licensure may 
be established through tradition-
al clinical efficacy trials, but de-
clining case counts or an urgent 
need for intervention may neces-
sitate a different pathway. Alter-
natives include using efficacy data 
from studies in animals combined 
with human immunogenicity data 
or bridging to an as-yet-undefined 
immune correlate of protection. 
Human challenge studies have 
been proposed in order to augment 
information from efficacy trials, 
assist in exploring immune cor-
relates of protection, or generate 
efficacy data if natural transmis-
sion substantially declines. In the 
absence of a clear understanding 
of the frequency of adverse neu-
rologic outcomes or the persis-
tence of ZIKV in biologic fluids, 
however, human ZIKV challenge 
is ethically complex.

Other flavivirus vaccines have 
been licensed, including those 
against yellow fever (live attenu-
ated), Japanese encephalitis (inac-

tivated, live chimeric, live atten-
uated), tickborne encephalitis 
(inactivated), and dengue (live chi-
meric). Some have validated surro-
gates of protection, and all are 
based on neutralizing antibody. A 
neutralizing antibody titer of 1 in 
10 is the surrogate of protection 
for the Japanese and tickborne 
encephalitis vaccines; for yellow 
fever, the titer is between 1 in 10 
and 1 in 50. Preclinical ZIKV 
studies suggest that a titer of 1 in 
10 for mice and approximately 1 in 
100 for nonhuman primates pro-
tected against ZIKV challenge.1,2 
If these figures translate to hu-
mans, developing a ZIKV vaccine 
is very feasible.

The time required to develop a 
safe, efficacious ZIKV vaccine will 
be determined by prior experience 
with the selected technology, the 
continuation of outbreaks, and the 
required scale-up of manufactur-
ing. Ultimately, developing, licens-
ing, and deploying a vaccine ca-
pable of affecting the current 
epidemic will require seamless 
coordination among developers, 
regulatory agencies, the WHO, and 
national health authorities, along 
with a robust monetary commit-

ment from governments and fund-
ing agencies.

The views expressed in this article do 
not necessarily represent those of the U.S. 
Army or the Department of Defense.

Disclosure forms provided by the au-
thors are available at NEJM.org.

From the Walter Reed Army Institute of Re-
search, Silver Spring, MD (S.J.T.); Sanofi 
Pasteur, Lyon, France (M.L., N.A.C.J.); and 
the Sealy Center for Vaccine Development 
and Department of Pathology, University of 
Texas Medical Branch, Galveston (A.D.T.B.). 
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Predicting the Future With Social Media
Sitaram Asur

Social Computing Lab
HP Labs

Palo Alto, California
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Abstract—In recent years, social media has become ubiquitous
and important for social networking and content sharing. And
yet, the content that is generated from these websites remains
largely untapped. In this paper, we demonstrate how social media
content can be used to predict real-world outcomes. In particular,
we use the chatter from Twitter.com to forecast box-office
revenues for movies. We show that a simple model built from
the rate at which tweets are created about particular topics can
outperform market-based predictors. We further demonstrate
how sentiments extracted from Twitter can be further utilized to
improve the forecasting power of social media.

I. INTRODUCTION

Social media has exploded as a category of online discourse
where people create content, share it, bookmark it and network
at a prodigious rate. Examples include Facebook, MySpace,
Digg, Twitter and JISC listservs on the academic side. Because
of its ease of use, speed and reach, social media is fast
changing the public discourse in society and setting trends
and agendas in topics that range from the environment and
politics to technology and the entertainment industry.

Since social media can also be construed as a form of
collective wisdom, we decided to investigate its power at
predicting real-world outcomes. Surprisingly, we discovered
that the chatter of a community can indeed be used to make
quantitative predictions that outperform those of artificial
markets. These information markets generally involve the
trading of state-contingent securities, and if large enough and
properly designed, they are usually more accurate than other
techniques for extracting diffuse information, such as surveys
and opinions polls. Specifically, the prices in these markets
have been shown to have strong correlations with observed
outcome frequencies, and thus are good indicators of future
outcomes [4], [5].

In the case of social media, the enormity and high vari-
ance of the information that propagates through large user
communities presents an interesting opportunity for harnessing
that data into a form that allows for specific predictions
about particular outcomes, without having to institute market
mechanisms. One can also build models to aggregate the
opinions of the collective population and gain useful insights
into their behavior, while predicting future trends. Moreover,
gathering information on how people converse regarding par-
ticular products can be helpful when designing marketing and
advertising campaigns [1], [3].

This paper reports on such a study. Specifically we consider
the task of predicting box-office revenues for movies using
the chatter from Twitter, one of the fastest growing social
networks in the Internet. Twitter 1, a micro-blogging network,
has experienced a burst of popularity in recent months leading
to a huge user-base, consisting of several tens of millions of
users who actively participate in the creation and propagation
of content.

We have focused on movies in this study for two main
reasons.

• The topic of movies is of considerable interest among
the social media user community, characterized both by
large number of users discussing movies, as well as a
substantial variance in their opinions.

• The real-world outcomes can be easily observed from
box-office revenue for movies.

Our goals in this paper are as follows. First, we assess how
buzz and attention is created for different movies and how that
changes over time. Movie producers spend a lot of effort and
money in publicizing their movies, and have also embraced
the Twitter medium for this purpose. We then focus on the
mechanism of viral marketing and pre-release hype on Twitter,
and the role that attention plays in forecasting real-world box-
office performance. Our hypothesis is that movies that are well
talked about will be well-watched.

Next, we study how sentiments are created, how positive and
negative opinions propagate and how they influence people.
For a bad movie, the initial reviews might be enough to
discourage others from watching it, while on the other hand, it
is possible for interest to be generated by positive reviews and
opinions over time. For this purpose, we perform sentiment
analysis on the data, using text classifiers to distinguish
positively oriented tweets from negative.

Our chief conclusions are as follows:
• We show that social media feeds can be effective indica-

tors of real-world performance.
• We discovered that the rate at which movie tweets

are generated can be used to build a powerful model
for predicting movie box-office revenue. Moreover our
predictions are consistently better than those produced
by an information market such as the Hollywood Stock
Exchange, the gold standard in the industry [4].

1http://www.twitter.com
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 “Prediction” is not prediction! 

  “It’s not prediction at all! I have not found a 
single paper predicting a future result. All of 
them claim that a prediction could have 
been made; i.e. they are post-hoc analysis 
and, needless to say, negative results are 
rare to find.” –Gayo-Avello, “I Wanted to 
Predict Elections with Twitter and all I got 
was this Lousy Paper”, 2012 
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 Prediction is post-hoc correlation 

  Non-causal 
correlations can fit 
the data really well! 
  Google Flu Trends: 
half flu detector, half 
winter detector 
  Where did this 
come from? 
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At FORUM AI MEETS NS 

understanding that are known to be adequate in a scientific sense. 
It follows that he cannot know that certain people at certain times 
do not understand in Parry-or Eliza-like ways. That is to say, he 
has no way of knowing that we do not ourselves sometimes function 
by means of "clever tricks". 

Finally, of course we i~arpret responses "in a manner which 
may indeed allow (us) to conclude that (we) are being 'understood' 
. . . "  We do it wlfh people, and we do it with machines, because 
that is what understanding is about, ar~how could the world be 
otherwise? The basic flaw in McLeod's position is that, like a lot of 
people, scientific and lay, he believes the (].) there really is some 
definitive process or feeling called UNDERSTANDING or BEING- 
UNDERSTOOD, and (2) that we can know for absolute certainty when 
we experience it, and (3) we can therefore contrast this feeling 
with one we have about a machine that. "appears" to understand. 
These assumptions are, alas, false, at.least from any scientific point 
of view, and the fact that Humbert Dreyfus has given a 
sophisticated philosophical defense [W&zt Com.pu.ter$ Can.'t Do, 
Harper and Row, New York, 1972.] of a position very like that of 
(1)-(3) above, does not make it any more plausible to anyone who 
believes that the only serious test we can have is how a system 
bohc~ues. 

If one sticks to this simple, but firm, principle of machine 
performance, then McLeod's position will only make sense if and 
when he can tell us what it would be like to know of any machine 
that it red ly  understood, and didn't just ~em to do so. I do not 
believe that this distinction makes much sense, largely because (1)- 
(3) are false assumptions, yet they are the unexamined foundations 
of those who argue like Mr. McLeod. 

ARTIFICIAL INTELLIGENCE MEETS NATURAL STUPIDITY 
Drew McDermoH 

MIT At Lab Cambridge, Mass 02139 

As a field, artificial intelligence has always been on the border 
of respectability, and therefore on the border of crackpottery. 
Many critics <Dreyfus, 1972>, <Lighthill, 1973> have urged that we 
are over the border. We have been very defensive toward this 
charge, drawing ourselves up with dignity when it is made and 
folding the cloak of Science about us. On the other hand, in private, 
we have been justifiably proud of our wil#ingness to explore weird 
ideas, because pursuing them is the only way to make progress. 

Unfortunately, the necessity for speculation has combined with 
the culture of the hacker in computer science <Weizenbaum, 1975> 
to cripple our self-discipline. In a young field, ,~elf-discipline is not 
necessarily a virtue, but we are not getting any younger. In the 
past few years, our tolerance of sloppy thinking has l ed  us to 
repeat many mistakes over and over. If we are to retain any 
credibility, this should stop. 

This paper is an effort to ridicule some of these mistakes. 
Almost everyone I know should find himself the target at some 
point or other; if you don't, you are encouraged to write up your 
own favorite fault. The three described here I suffer from myself. 
I hope self-ridicule will be a complete catharsis, but t doubt it. Bad 
tendencies can be very deep-rooted. Remember, though, if we can't 
criticize ourselves, someone else will save us the trouble. 

Acknow~dEmer~t-- I thank the AI Lab Playroom crowd for 
constructive play. 

Wishful Mnemonics 
A major source of simple-mindedness in AI programs is the use 

of mnemonics like "UNDERSTAND" or "GOAL" to refer to programs 
and data structures. This practice has been inherited from more 

traditional programming applications, in which it is liberating and 
enlightening to be able to refer to program structures by their 
purposes. Indeed, part of the thrust of the structured programming 
movement is to program entirely in terms of purposes at one level 
before implementing them by the most converiient of the 
(presumably many) alternative lower-level constructs. 

However, in At, our programs to a great degree are problems 
rather than solutions. If a researcher tries to write an 
"understanding" program, it isn't because he has thought of a better 
way of implementing this well-understood task, but because he 
thinks he can come closer to writing the [/~rs~ implementation. If he 
calls the main loop of his program "UNDERSTAND '~, he i s  (unt i l  
proven innocent) merely begging the question. He may mislead a lot 
of people, most prominently himself, and enrage a lot of others. 

What he should do instead is refer to this main loop as 
"G0034", and see if he can corwi.nw;e himself or anyone else that 
G0034 implements some part of understanding. Or he could give i t  
a name that reveals its intrinsic properties, like NODE-NET- 
INTERSECTION-FINDER, it being the substance of his theory that 
finding intersections in networks of nodes constitutes 
understanding. If Quillian <1969> had called his program the 
"Teachable Language Node Net Intersection Finder", he would have 
saved us some reading. (Except for those of us fanatic about 
finding the part on teachability.) 

Many instructive examples of wishful mnemonics by AI 
reseai'chers come to mind once you see the point. Remember GPS? 
<Ernst and Newell, 1969> By now, "GPS" is a colorless term 
denoting a particularly stupid program to solve puzzles. But i t  
originally meant "General Problem Solver", which caused everybody 
a lot of needless excitement and distraction. It should have been 
called LFGNS --  "Local-Feature-Guided Network Searcher". 

Compare the mnemonics in Planner <Hewitt,1972> with those in 
Conniver <Sussman and McDermott, 1972>: 

Planner ~ n g i y e r  
GOAL FETCH & TRY-NEXT 
CONSEQUENT IF-NEEDED 
ANTECEDENT IF-AODED 
THEOREM METHOD 
ASSERT ADD 

It Js so much harder to write programs using the farina on the right! 
When you say (GOAL . . . ) ,  you can j:ust feel the enormous power at 
your fingertips. It is, of course, an illusion. 

Of course, Conniver has some glaring wishful primitives, too. 
Calling "multiple data bases" CONTEXTS was dumb. It implies that, 
say, sentence understanding in context is really easy in this system. 

LISP's mnemonics are excellent in this regard. <Levin at. el., 
1965> What if atomic symbols had been called "concepts", or CONS 
had been called ASSOCIATE? As it is, the programmer has no debts 
to pay to the system. He can build whatever he likes. There are 
some minor faults; "property lists" are a little risky~ but bY now the 
term is sanitized. 

Resolution theorists have been pret ty  good about wishful 
mnemonics. They thrive on hitherto meaningless words like 
RESOLVE and PARAtvIODULATE, which can only have their humble, 
technical meaning. There are actually quite few pretensions in the 
resolution literature. <Robinson, 1965> Unfortunately, at the top of 
their intellectual edifice stand the word "deduction". This is uary 
wishful, but not entirely their fault. The logicians who first misused 
the term (e.g., in the "deduction" theorem) didn't have our problems; 
pure resolution theorists don't either. Unfortunately, too many A] 
researchers took them at their word and assumed that deduction, 
like payroll processing, had been tamed. 

Of course, as in many such cases, the only consequence in the 
long run was that "deduction" changed in meaning, to become 
something narrow, technical, and not e little sordid. 
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understanding that are known to be adequate in a scientific sense. 
It follows that he cannot know that certain people at certain times 
do not understand in Parry-or Eliza-like ways. That is to say, he 
has no way of knowing that we do not ourselves sometimes function 
by means of "clever tricks". 

Finally, of course we i~arpret responses "in a manner which 
may indeed allow (us) to conclude that (we) are being 'understood' 
. . . "  We do it wlfh people, and we do it with machines, because 
that is what understanding is about, ar~how could the world be 
otherwise? The basic flaw in McLeod's position is that, like a lot of 
people, scientific and lay, he believes the (].) there really is some 
definitive process or feeling called UNDERSTANDING or BEING- 
UNDERSTOOD, and (2) that we can know for absolute certainty when 
we experience it, and (3) we can therefore contrast this feeling 
with one we have about a machine that. "appears" to understand. 
These assumptions are, alas, false, at.least from any scientific point 
of view, and the fact that Humbert Dreyfus has given a 
sophisticated philosophical defense [W&zt Com.pu.ter$ Can.'t Do, 
Harper and Row, New York, 1972.] of a position very like that of 
(1)-(3) above, does not make it any more plausible to anyone who 
believes that the only serious test we can have is how a system 
bohc~ues. 

If one sticks to this simple, but firm, principle of machine 
performance, then McLeod's position will only make sense if and 
when he can tell us what it would be like to know of any machine 
that it red ly  understood, and didn't just ~em to do so. I do not 
believe that this distinction makes much sense, largely because (1)- 
(3) are false assumptions, yet they are the unexamined foundations 
of those who argue like Mr. McLeod. 
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 Accidentally, uniquely dangerous? 

  “In all times and places, 
decision makers have looked to 
predictive counselors of some 
sort—putative experts, be they 
religious or secular, to guide 
them regarding the auguries of 
the gods, the stars, or the 
inexorable decrees of fate or of 
nature.” 
  (Or perhaps deeply revealing?) 
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 Summary 

  Certain historical work would be enormously 
helpful for my political project: 

  Show that ML became statistics/statistical 

  Show algorithms became models, and 
modeling logic is what we worry about 

  Show where “prediction” comes from, to 
show that it’s not actually prediction 
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 My own prediction 

  The hype around AI and machine learning will 
die in 5-10 years as it fails to achieve new 
successes 
  Modeling will remain a persistent issue for the 

remainder of human civilization 
  AI might be an interesting historical case study 

of aspiration/arrogance, but literature about 
modeling will retain contemporary relevance 
forever 
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