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What would you count as a
“computational method”?

- Using a calculator? - Atopic model with Latent Dirichlet
- Using Excel? Allocation in MATLAB?
« Alinear regression in Excel? - A Generalized Additive Mixed Model in

: o R?
- AlinearregressioninR?

. A Bayesian hierarchical model in SAS? ° An agent-based simulation in Netlogo?

. A nhierarchical mixture modelin - Cross-tabs from a billion phone call

MPLUS? records?

. Aregular expression (string matching) Using ChatGPT online?
scriptin Python? » Using ChatGPT’s API* in Python?

. Adecisiontree in Python? *AP| = Application Programming Interface
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Outline

- History and nature of machine learning

- Data and machine learning in the social

sclences

- What in data science, and what
computational methods, are substantive and

worth using?
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Learning Goals

« Know what is the actual content of data science,
“computational science”, machine learning, and artificial
intelligence as compared to (traditional) statistics

 |dentify use cases, non-use cases, and weaknesses for
these

 |dentify anxieties within social science around data and
computation, and determine the extent to which they are
justified
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History and nature of machine learning
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“So, it’s not real Al?” (Broussard, 2018)

- “So, It’s not real Al?” he asked.

- “Oh, it’sreal,” | said. “And it’s spectacular. But
you know, don’t you, that there’s no simulated

Artificial personinside the machine? Nothing like that

 intelligence exists. It’s computationally impossible.”

Meredith Broussard

OMPUTERS MISUNDERSTAND THE WORLD - Hisface fell. “l thought that’s what Al meant,”
he said. “l heard about IBM Watson, and the

computer that beat the champion at Go, and
self-driving cars. | thought they invented real
Al
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Machine learning vs. statistics

Introduction
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How/why/when? View from Al

Introduction

E. “As Steve Abney wrote in 1996, ‘In the
. . space of the last ten years, stat|st|cal

History and
nature of
machine
learning

PRSRARHENE

unknown in computational linguistics to
being a fundamental given.... after
about 14 years of trying to get
language models to work using
logical rules, | started to adopt

o probablllstlc approaches”.

russel FARfic — Norvig, “On Chomsky”, 2010

Norvig |
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How/when/why? View from cognitive
science

“1980s-1990s work in machine
learning often replayed insights
available in traditional statistics...
Indeed, it became increasingly clear
through the 1990s that many
‘insights’ of connectionism were
differently named versions of
statistical techniques.”

— Boden, Mind as Machine, 2006
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How/when/why? View from statistics
(retrospective)

“At first, ML researchers developed... a
collection of rather primitive (yet clever)
set of methods to do classification...
that eschewed probability. But very
quickly they adopted advanced
statistical concepts like empirical
process theory and concentration of
measure. This transition happened in
a matter of a few years.”

—Wasserman, “Rise of the Machines”,
2014
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How/when/why? Finally (2023), a
perspective from history of science

«  “Some fields, like biology, are named after the object of study; others like

Introduction

'i _L;_ calculus are named after a methodology. Artificial intelligence and
History and rn"" ;_:E machine learning, however, are named after an aspiration: the fields are
i == defined by the goal, not the method used to getthere.”
earning ﬁ-:_:r - “Bythe 1960s, practitioners argued, pattern recognition succeeded in
— .:"-Ilfi: HOW large partbecause it had abandoned the effort to simulate human
machine ", o perception: ‘Whatever successes we have had... have been the result of

learmningin
the social
sciences

an effective transformation of a perception-recognition problem into a
‘classification problem.” And pattern recognition researchers cared little
about the symbolic side of artificial intelligence.”

\V/V\/Qrat:ismg,) «  “Ina moment of profound irony, machine learning, a little-respected
HAPPENED relative of artificial intelligence, would come in the new millennium to
Summary . : . become the greatest success, even savior of Al, to such an extent that
A History from the Age of Reason . . .
to the Age of Algorithms after 2013 machine learning came largely to displace the far more
References ambitious goals of traditional Al, and the terms came to be used

CHRIS WIGGINS

and MATTHEW L. JONES interchangeably.
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A preemptive view from statistics

b |

-

S3.2.4: Introductionto Computational and Data Science in the Social Sciences

Leo Breiman (1928-2005) was a statistician
who worked outside of academia for 20 years
(as a consultant, including for the US military).
In that time, he came across (and contributed
to) machine learning. He noticed that the
“algorithms” of machine learning were actually
a style of statistical model (to which he gave the
name “algorithmic modeling”); and
understanding them as models could help
illuminate and improve their performance.

He wrote a landmark paper, published in 2001,
to advocate for statisticians to do more
“algorithmic modeling.”
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Breiman’s (2001) prescient diagnhosis

SRS “the focus in the statistical community on data models has:
kol - “Ledtoirrelevant theory and questionable scientific conclusions;

nature of
machine

tearning - “Kept statisticians from using more suitable algorithmic models;
Data an - “Prevented statisticians from working on exciting new problems”.

machine
learmningin

the socia “Inthe past fifteen years, the growth in algorithmic modeling
applications and methodology has been rapid. It has occurred

Whatis

Zarra largely outside statistics in a new community—often called

— machine learning—that is mostly young computer scientists
(Section 7). The advances, particularly over the last five years, have
been startling.”

References
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Breiman’s (2001) ominous prognosis

“Perhaps the damaging consequence of the insistence on data models is
that statisticians have ruled themselves out of some of the most
interesting and challenging statistical problems that have arisen out
of the rapidly increasing ability of computers to store and
manipulate data. These problems are increasingly present in many fields,
both scientific and commercial, and solutions are being found by
nonstatisticians.”

“Over the last ten years, there has been a noticeable move toward
statistical work on real world problems and reaching out by statisticians
toward collaborative work with other disciplines. | believe this trend will
continue and, in fact, has to continue if we are to survive as an
energetic and creative field.”
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Defining machine learning

Yy «—— nature

linear regression
Y 4—— logistic regression
Cox model

Yy «-—— unknown

decision trees
neural nets

<4 X

<4 X

S$3.2.4: Introductionto Computational and Data Science in the Social Sciences

From Breiman, | get a “realist” definition of
machine learning: An instrumental use of
correlations to try and mimic the outputs of a
target system (rather than trying to
understand causal relationships between
inputs and outputs). Focus on highly flexible
“curve fitting” methods. (Diagram: Breiman,
2001. See also Jones, 2018)

Key: define ML by contrast to statistics, not
programming.

— E.g., ifwe say “learn from examples rather than

being programmed with rules”, okay, but how?
Answer: correlations!!
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Instrumentalist (Jones, 2018) orientation of
ML

REAL WORLD THEORETICAL WORLD

Introduction

naturc.e of ' \ /  Unobserved \
machine [ Experiments | /' pechanisms
learning [ or I\

\ Observations / key features /4'
\\\ /’ \\\\ ,// s

History and — (Rules of Probability
N ~ Kinds of Validity

Data and
machine
learmningin
the social
sciences

] Construct Validity Inference Validity
/ (measurement) (studies)

[ | I I_l_l

“Translation” Criterion Internal < External >
| e

I_l_l I I I I I

Face Content Predictive Concurrent| |Convergent Discriminant

random /
variables -

Whatis
worth using? /

Summary N Conclusions |« > | Conclusions

References

Kass, 2011 Adapted from Borgatti, 2012
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Al/ML as anillusion of statistics (using

correlations)

“Source subject’”: Marquese Scott

Everybody Dance Now

Motion Retargeting Video Subjects

Caroline Chan, Shiry Ginosar, Tinghui Zhou, Alexei A. Efros

UC Berkeley

Caroline Chan, “Everybody Dance Now: Motion Retargeting Video Subjects.”
https://youtu.be/PCBTZh41Ris
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When are correlations alone sufficient?

- In 2008, in “End of Theory”, Wired’s Chris Anderson argued that when
data are big enough, causality doesn’t matter, and correlations alone
are sufficient (and we don’t need “models”).

- He was trivially wrong (see Harford, 2014; Meng, 2018: and anyway,
correlation is a model. Also, no amount of data is ever enough, without
requiring independence assumptions and/or parametric assumptions;
Opsomer et al., 2001)

- ButlLeo Breiman’s paper was a legitimate version of this argument much
earlier: sometimes, for some use cases, correlations alone are sufficient
(and this has nothing to do with the size of the data).
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ML use cases: Building systems

- Recommend/narrow people’s choices to
“relevant” ones (friend connections, search
results, products)

- Detection (facial, fraud)

- Anticipation (customer demand, equipment
failure)

e |t “works”...
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(Large language models and “generative”
Al)

Most machine learning up until now has been targeted, and for a specific
purpose. Large language models were done for getting numerical
representations of words for downstream tasks

“Generative” Al software (better called “imitative”), built on large language
models (or large “multi-modal” models), does not have a specific purpose. It’s
not a search engine; it’s not “truth”; it’s not content; it’s just realistic synthetic
text, and taking it seriously is harmful (Bender, 2024)

lts outputs are, in principle, a form of predict () ; but from a modelwe can’t
reason from, or even use for a specific purpose

Not having a specific use case means that there’s no clear way to benchmark its
performance. On some potential benchmarks (e.g., answering professional
licensing test questions) many LLMs do well; on others (e.g., doing math) all
LLMs do poorly
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(Large language models and “generative”
Al)

The software gives an impressive illusion, but what can we reliably build on top of this?

— Isitworth the centralization of power; energy costs; and water consumption? Should we
come to rely on a potentially unsustainable business model?

- It’'sannoying to have to deal with this, because it’s more burdensome than exciting from a
principled scientific and engineering standpoint

- It’s being pushed by marketing, and bought into by non-experts, who are forcing staff scientists
and engineers to figure out how to use it as less-badly as possible

- Can’t even do reliability testing, because there are constant, drastic changes even within a single
sub-version of the software. “...it isimpossible to make falsifiable assertions. A system that you
cannot debug through a logical, Socratic process is a vulnerability that exploitative tech tycoons
will use to do what they always do, undermine the vulnerable” (Dash, 2023)

- | can’twait until the hype collapses, and | can go back to fundamentals of modeling, and dealing
with the problems even in purpose-built ML
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Problems even from Breiman

- Breiman did not mention in his article the extensive consulting work he did for
the US military (Jones, 2018), which is another major part of the story.

- One of the discussants to his article, Bruce Hoadley, contributed to the
development of FICO scores inthe 1980s: while these weren’t continuous with
machine learning, Hoadley’s description details how insurance independently
came up with things like decision trees and Generalized Additive Models, and
were approaching problems in a very machine learning style. Breiman reacted
enthusiastically in his rejoinder.

- Butinsurance is perhaps the most harmful place where correlations (alone)
have become totally acceptable and accepted in law and practice (Ochigame,
2020; Kiviat, 2019; Fergus, 2013; Fourcade and Healy, 2013), at leastinthe US.
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Correlations can go wrong

Treating people based on correlations denies agency and
individuality

Do we know if a specific outputis right or wrong?

Correlations are proxies, which can be gamed

Correlations optimize to the average, leaving out those
who are not “average” (as measured!) (Keyes, 2018)

Mistakes can be unequally distributed across groups

Correlations are fragile, and can be a poor basis for
prediction
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Ex: Chocolate and Nobel prizes?

35+
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(Messerli, 2012)

Chocolate Consumption (kg/yr/capita)
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Correlated, but cause is resources

A causal graphical model:

Resources

C

S$3.2.4: Introductionto Computational and Data Science in the Social Sciences

Science

Consume

funding

hocolate

250f55

Nobel

prizes

Do past patterns continue? E.g.,
small European countries?
(Missing from here:)

* (Nobel prizes supposedly
awarded on “merit,” does that
fitin? Where/How?)

 (Whatabout prejudice?)
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Can’tintervene based on correlations

il =—————__— - Probablywon'twin more
é ———— ————  Nobelprizes by feeding
e ——=—— population more

ol ——  —— chocolate

Sl -=———— - Verydifferent sets of

et ssng é =_—— __— ——  correlations can

Bl - —————————  “predict” equally well
————=———==— (Mullainathan & Spiess,

1T 2 3 4 5 6 7 8 9 10 20']7)

Fold of the sample
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Whatis “data science”?

ANATOMY OF A MODERN DATA SCIENTIST > : DATA SCIENTIST A
stk O DATASCIENTIST "MUST-HAVE SKILLS:

. g pys he sz who et it . oy b 5 o bt et s s
the modern das siatict really

MATH PROGRAMMING
& STATISTICS & DATABASE
MATH & PROGRAMMING &

STATISTICS DATABASE

e Lea

o VS Y 4 ‘ el DOMAIN KNOWLEDGE & = COMMUNICATION &
' - ; SOFT SKILLS VISUALIZATION

_ Jeig
s s 14 CLOUD

- Modern usage attributed to DJ Patiland Jeff Hammerbacherin 2008 (recorded use of term in
1985; John Tukey described something like it in 1962)

— Aspiration: What statistics could/should have been (consulting, communication, viz, etc.)
- Practically: applied machine learning and a bit of statistics, mostly in business
- Statistics is increasingly rebranding as “statistics and data science” (from 2014 onwards)
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Data and machine learning in the social

sciences
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“The coming crisis of empirical sociology”
(2007)

Introduction “In 2004 when [Savage] attended the ESRC Research Methods festival... he

History and was enrolled in a session designed to popularize social network methods. He
machine talked about an ESRC-funded research project which mapped the personal
o connections and ties of members of three voluntary organizations using social
e network analysis. The project had proved time consuming and intensive. A
o sonta lot of time had been spent finding three organizations prepared to participate,

sciences

a postal questionnaire had been sent to 320 members in total, with a very high
ot vsing? response rate. Many members had been interviewed face-to-face to ask
detailed questions about their social networks. Thirty life histories had been
conducted. The resulting intensive study of the members’ social ties was
amongst the most detailed ever carried out in the UK (see Ray et al., 2003;

Warde et al., 2005).
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“The coming crisis of empirical sociology”
(2007)

“During the Festival Savage talked to other participants interested in social network methods.
It turned out that one enthusiast was not an academic but worked in a research unit
attached to a leading telecommunications company. \When asked what data he used for
his social network studies, he shyly replied that he had the entire records of every phone
callmade on his system over several years, amounting to several billion ties. This is
data which dwarves anything that an academic social scientist could garner. Crucially, it was
data that did not require a special effort to collect, but was the digital by-product of the
routine operations of a large capitalist institution. Itis also private data to which most
academics have no access. To be sure, we can cavil about its limits. It does not tell us what
the callers actually talked about. We can emphasize our superior reflexivity, theoretical
sophistication, or critical edge. Fair enough —up to a point. Yet the danger is that this
response involves taking refuge in the reassurance of our own internal world, our own
assumed abilities to be more ‘sophisticated’, and thereby we chose to ignore the huge
swathes of ‘social data’ that now proliferate.”
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“We check our e-mails
regularly, make mobile
phone calls...
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“We check our e-mails
regularly, make mobile
phone calls... We may post
blog entries accessible to-
anyone, or maintain
friendships through online
social networks.
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“We check our e-mails
regularly, make mobile
phone calls... We may post
blog entries accessible to-
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friendships through online
social networks. Each of
these transactions leaves
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behavior,
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“We check our e-mails
regularly, make mobile
phone calls... We may post
blog entries accessible to-

. anyone, or maintain
friendships through online
social networks. Each of
these transactions leaves
digital traces that can be
compiled into
comprehensive pictures of
both individual and group
behavior, with the potential
to transform our
understanding of our
Tives, organizations, and
societies.”
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A “microscope” for social science?

“Disciplines are revolutionized by
the development of novel tools: the
telescope for astronomers, the
microscope for biologists, the
particle accelerator for physicists,
and brain imaging for cognitive
psychologists. Social media provide
a high-powered lens into the details
of human behavior and social
interaction that may prove to be
equally transformative.”

Golder and Macy (2012)

S3.2.4: Introductionto Computational and Data Science in the Social Sciences

King (2011)
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Cells described in 1665; cell theory in 1830s!

Robert Hooke (1665). Micrographia: or some phyfiological defcriptions of minute bodies
made by magnifying glasses. With observations and inquiries thereupon.

S3.2.4: Introductionto Computational and Data Science in the Social Sciences

Theodor Schwann (1839). Mikroskopische Untersuchungern uber die Uebereinstimmung in der Stuktur
und dem wachsthum der Thiere und Pfanzen. hitps://wellcomecollection.org/works/mjpkz6zb.
Joseph Berres (1837). Anatomie der mikroskopischen Gebilde des menschlichen Kérpers.

37 0f55

Momin M. Malik | ICQCM Summit 2025



Introduction

History and
nature of
machine
learning

Data and
machine
learning in
the social
sciences

Whatis
worth using?

Summary

References

What happened to social science big data?

- | did my dissertation (2018) critiquing
claim-making with digital trace data;
and from what I've seen, it never went
past a bunch of lofty claims (and on the
other side, anxiety), or bragging about
this or that paper that never really
impress me.

There’s no major findings or studies |
can point tothat are accepted as
furthering social science. Are
arguments that nothing happened
(Maxmen, 2019). Also now things are
just swamped out by hype around Al
and LLMs

Social Science One (project to
distribute Facebook data) failed

S3.2.4: Introductionto Computational and Data Science in the Social Sciences

YOU KEEP ON USING THESE DATA

I'DO/NOT THINK THEY'MEAN WHAT YOU THINK,THEY?MEAN
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ML: Fragile Families Challenge

et - \\/hat about machine learning?
F— - Matt Salganik organized a “common task” challenge around the

nature of

mechine Fragile Families dataset

- Tried to make machine learning models for “predicting” life
machine outcomes: material hardship, GPA, grit, eviction, job training, and

learning in

the social la yO ff

sciences

. - Out of 160 teams, even the “winning” models had an R? of 0.2 for
worth using? material hardship and GPA, and close to 0 for everything else
(Salganik et al., 2020)

« R? (or any other retrospective goodness-of-fit) doesn’t capture
causality; but ML couldn’t even get a high R?!

Summary

References
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Nonparametrics

Introduction - - Note: even most “nonlinear regressions” are “linear models”

S - Nonparametrics (which are still inear models) are what are fancy: No
neture of predetermined functional form (but still predetermined constraints)
fearming =" = 7 " « Thesimplest examples: histograms and LOWESS curves. But

Data and . standard for an actual model: “spline smoothing.”

machine
learmningin
the social
sciences

« The “curse of dimensionality” means that nonparametrics aren’t
feasible without assuming independence between variables

Prasmonia Fisk Sco
2 o 2

e ng? " Y 27 7 . “Generalized additive modeling” (GAM) is a separate nonparametric

fit (usually splines) for each covariate. Big achievement for modern
statistics. (Hierarchical version: GAMMSs). But like histograms and
References =l LOWESS, for splines and in GAMs, at the end of the day, you’re
P I looking at plots; there are no coefficients to interpret

Summary

smnis Risk Soome
] E
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Nonparametrics

- Forreally good but not very
iInformative fits: random
forests, or other ensembles of
trees (XGBoost) are the best
off-the-shelf classifier for
tabular data (Caruana et al.,
2008; Fernandez-Delgado et
al., 2014).

- Neural networks only matter
for certain types of
“unstructured” data
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Decision Tree 1 Decision Tree 2 Decision Tree 3
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il-mx-anl b Istat >= 15  rm<74 tat = 1 meT.e
BoX>=06 lon>= 71 age<BE  m<T4  poxe= rm< 6.7
I
mees Itt zu Itl 45 s
MWE= @G @@ G0 (2 G2 G }(5@).
Decision Tree 4 Decision Tree 5 Decision Tree 6
'_Ermwrz_‘ —{e] M <BB [ m<T )
Istat > rm< T4 =

r "
--------- I Bl Istat >= 15 7.4
crim== 6.3 Istat>= 9.5 | ! ! o
""" nex>= 065 rm <65 plratio == 17
age <83 '
‘ ‘ m<es erim = 0.8
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Image: Random Forests, in UC Business Analytics R Programming
Guide, via University of Cincinnati. https://uc-
. . :
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Semiparametrics

Introduction - Thisis partitioning out your problem into a parametric part, such as
inferring a causal treatment effect, and a nonparametric part, such as

History and

i calculating propensity scores (rather than using more parametric
e models for propensity scores)
et - Examples: Targeted Maximum Likelihood Estimation (next slide), Double
lhgl Machine Learning. Random forest a common choice for ML part

- Matching-based methods are not robust to omitted variable bias from
worth wsing? unobserved confounders (Arceneux, Gerber, & Green, 2010); but if you
A care about causality, this may better than not trying to control for

selection

References
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Targeted Maximum Likelihood Estimation

A VISUAL GUIDE TO 1T7VILE [C]

2: PROBABILITY OF TREATMENT 4: UPDATE INITIAL OUTCOMES

Introduction

TMLE is an example of

KEY

I whatare called

Targeted Maximum Likelihood Estimation
(TMLE) is a general semiparametric estimation
technique. TMLE can incorporate machine
learning algorithms while still yielding valid
standard errors for statistical inference.

Estimate all observations’ probability of receiving the
treatment using the confounders as predictors (propensity
score).

-
treatment_fit « fit(™. gW) = P(A = 1|W)
=

The fluctuation parameter, epsilon, from Step 3 is used to
update the initial expected outcome estimates:

1. Updated estimate of the expected outcome under treatment

History and
nature of
machine
learning

treatment

- semiparametrics: use a
- random forest to
estimate propensity
~%  scores, then have a

-
Then use that model fit to predict two probabilities:

Here we will use TMLE to estimate the mean
difference in a binary outcome, adjusting for
confounders. Under causal assumptions (not
presented here) this is the Average Treatment
Effect (ATE), or the difference in outcomes if all
observations had received treatment compared
to if no observations had received treatment.

1. Inverse probability of receiving treatment E'LYIA = 1, W] = expitloginEY|A = 1, W]) + EH(1, W)

& 1/predict(treatment_fit HA=1W)=
A=W

2. Updated estimate of the expected outcome under no
treatment

2. Negative inverse probability of not receiving treatment

« plogis(qlogis( M) + £ )
Data structure: W= (W, W W O
baseline contounders of the
treatment and outcome
treatment A
binary exposureof
interest

HA=0,W)=~
A=W

outcome ¥

Data and
machine
learmningin
the social
sciences

E'[Y)A = 0, W]) = expit(logit(E[Y|A = 0, W]) + EH(0, W))
Finally, use each observation’s treatment status to make a
“clever covariate.” For observations who were treated, the
clever covariate is their inverse probability of recieving
treatment, and for observations who weren't treated, it's their
negative inverse probability of not receiving treatment.

5: COMPUTE ATE

Calculate the ATE by taking the average difference between
the updated expected outcomes.

Estimand: ATE = EIETY|A = 1, W] - E[¥|A = 0,W]]

INITIAL OUTCOMES

Estimate the expected outcome for all
observations, using confounders and treatment
status as predictors.

11A=0]

Whatis

worth using?

. . QA W)

Then use that model fit to predict every
observation's outcome using:

= E[Y|A,W]

The regression fit from Step 1 is optimal to estimate the
expected outcome (given treatment and confounders),

but not to estimate the ATE. We need to use information
about the treatment mechanism in Step 2 to optimize the
bias-variance tradeoff for our ATE estimate so that we can
obtain valid inference. We will do this by solving an equation
to figure out how much to update, or fluctuate, our initial

ATE = EIE"(YIA = 1.W1 - E'(Y1A = 0,W])

We can use the following equation to get standard errors of
our TMLE estimate (for confidence intervals and p-values):

r  sqrt(var

estimate Average

jiipe Treatment Effect

1. The original dataset
B logit(E1Y|A, W]) = logit(E[Y|A, W]) + eH(A, W)

- - Bors
& pregict(outcons_ it E[Y|A,W]
- . . - . X
To solve this equation, fit a logistic regression using the clever
um . 3 :
S ary 2. Every treatment status set to "treatment” covariate as the only predictor of the observed outcome, and APPLICATION

the initially predicted outcome under the observed treatment
as a fixed intercept.

=
eps_fit & gl ~ -1 + offset(qlogis(J))+™, fanily=binomial
o

The regression's only coefficient is the fluctuation parameter:

Implementation of the TMLE algorithm is straightforward in R
using the tmle, tmle3,and Imtp packages:

I EIYIA=1,W] I

3. Every treatment status set to

. Hoffman, Kat.2020. “Visual Guides for Causal

tale:: tale (W e
A =ow

References

Inference.” KHstats.

b i : For best results, estimate outcome_fit and treatment_fit using | w ed
E[Y|IA=0,W] ef(eps_fit) € superlearning (default in the tmle package). Superlearning 8 o DIIQ S { ﬁ, ,, ,\ ,‘ :] SI EIS c C ]ﬂ !a I / SI E I : : E H Z
combines many regressions and greatly improves predictions -

on complex and/or high-dimensional data. pmptss

e e = parametric model to
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Structural causal models (SCM)

Season

Data and Sprlnkler X3 2 Raln Sprlnkler 2 Ra,ln
machine

learmningin

the social

sciences

4 Wet

Connected terms: “Directed
Acyclic Graphs” (DAGs),
Bayesian networks, Graphical
Models, Causal Graphical X5
Model, Probabilistic Graphical Slipper
Models PPeLy

Pearl, 2009

S3.2.4: Introductionto Computational and Data Science in the Social Sciences 45 0f55 Momin M. Malik | ICQCM Summit 2025



SCMs for identifying causal “estimand”
(Lundberg et al., 2021)

Table 1. Unit-Specific Quantities Defined in Potential Outcomes Unlock Many Causal Set the target: The theoretical estimand _ Link to observables _ Learn from data
. Estimands for Inquiry Unit-specific Target population Ldentit Eetimati
Introduction P, oL popul stimation
Coﬂoquial Difference in Hondom —» Avplicant
3 3 hether applicati andom Tace
Estimand name Mathematical statement DAG Reference terms Dol beealled | g v
Pager 1 ol be colled, pplications fo Call bk | ot roession
jobs in Milwaukee for interview
Hist d 1 D Y White with a PR
Istory an Average treatment Z Yi(d') = Yi(d) — Morgan and  Effect felony vs. Black Random ——
” f i O ;
nature of effect n < Winship without
machine (2015) Difference in Those who would I8 (0
ags vheth her exX
. Conditional 1 o B X — D —Y Atheyand Effect Angrist and Evans :l(::ﬂ?&":i‘.,ﬁ@ have a third birth © least
lea ring \//(,]) — 3’((]) ~_ 7 . if she had three only if first two of Third L ¥
average treatment \ Imbens heterogeneity ° the same sex —E
i Na N0 (2016) q N vs. two children birth
effect o 1 or moderation
Causal interaction ! > <<);(,,/_ 4 —Yi(d, 1/)) A Vanderweele Joint treatment Difference in Those who soud S
na ~ (2015) effect whether person i |, "SI0 FONC judge 7L re—
Data and Y Harding et al would be employed nder vortain I sauares
hi - (Y,(u- d') = Yi(a zﬂ)) D A :f““‘““"“’“‘" b judges Convicted = Employed
machine
learmningin Controlled direct ! ) (Y,(r/’. m) - Yi(d, m)> M Acharya Mcdiatio.n Diffacace i /,/1
. . n . o . whether person i Those stonmed b o )
the social effect RN etal. (2016) gnum‘lm‘;b- Fiyer ol besoppe i | TP toppet— ot | g regrsion
. D Y xample :
Perceived
sciences . ’ X Lo race
Natural direct 1 Z Yi(d', My(d) M Imaietal. Mediation
[ .
effect n o B / \ (2011) (Part B of N
! the Online Bickel ot al Applicants to Appled - Adittea | Difference in
What is ~ Yi(d, My(d)) D Yy Supplement) Berkeley proportions
vs. female Sox o Perceived
worth using?
N s 1 ~ » s Adult income that B
Effect of time- > (y,wq.dg) - y,(lzlA@) Dy — Dy — 'Y Wodtke Cumulative person 1 would be iy 5
varying treatment " ~__ etal. (2011) effect Chetty ct al realized if child- U.S. population i:kf‘ “l‘l"f‘ - i;"‘(:““ﬂ OLS
’ hood income took a e ¢
particular value
Summary : — . : : ; Race
Note: Social scientists who define the research goal before moving to regression uncover more possible
questions than those who confine themselves to regression parameters. The table provides a non- Wage that mother R ==
oS ; ; ) . i would realize i : .
exhaustive list of common causal estimands. The mathematical statement of each estimand involves Pal and Waldfogel | S were an || S -
counterfactuals—potential outcomes under unobserved treatment assignments—and is the parameter “‘:"‘f::‘:ll‘l‘)‘lzz"‘(‘:;‘ in March 2019 S g-formula
References the quantitative analysis would hope to estimate. The DAG depicts one potential set of identification non-mother o’
assumptions to link unobservable quantities to observable data. Y indicates the outcome, D indicates the
treatment, M indicates a mediator, X indicates pre-treatment covariates, capital letters indicate random Figure 2. Estimands Are Relevant to a Broad Range of Social Science Studies

Note: White boxes on the diagonal are the focus of the main text, but every study implicitly involves
all four steps. Some steps (e.g., DAGs for identification) are simplified to fit in the table. In the
identification step, thick arrows represent the causal effect at the center of the paper and dashed edges
represent threats to identification.

variables, and lowercase letters indicate fixed values. Controlled direct effects and other mediation-based
estimands appear in sociology, although not always labeled as such (see Part B of the Online Supplement).
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SCMs for articulating disputes and
misleading conclusions (lbid.)

Table 2. Empirical Regularities Can Be Misleading without Estimands

Study

Empirical Regularity

Misleading
Conclusion

Directed Acyclic Graph

Fryer (2019)

Bickel et al.
(1975)

Chetty et al.
(2020)

Among those they stop,
police shoot the same
proportion of Black
individuals as White
individuals.

Among those who
apply, Berkeley
departments admit a
higher proportion of
women than of men.

Among those with equal
childhood incomes,
Black and White
women earn similar
amounts as adults.

Police do not
discriminate against
Black individuals when
using lethal force.

Admissions committees
do not discriminate
against women.

Equalizing childhood
incomes would
eliminate the racial
gap in women’s adult
incomes.

Perceived Stopped by Lothal for
as Black police ethal force

Criminal activity
Perceived
/ as female \
Applied to o
Female H Berkeley/ ﬂuccptcd

Strong candidate

/Chim Adult
Black —{ : —
mcome

e

Other family
advantages

income
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“Note: Each example reports an empirical regularity with a
vague connection to a theoretical claim. The empirical
regularity supports the misleading conclusion only under
identification assumptions that the node at the bottom of
each Directed Acyclic Graph (DAG; Pearl 2009) does not
affect both the variable that the researchers hold constant
(boxed) and the outcome (at right). We draw the Fryer
(2019) example from a critique by Knox and colleagues
(2020) that highlights this and other issues with the original
paper. In the first row, equal use of lethal force against
Black individuals stopped by police may stem from the fact
that being stopped is a collider: among those stopped, the
behavior of Black individuals is likely to be less dangerous.
In the second row, equal or higher acceptance rates among
female candidates who apply to Berkeley could result
because applying to Berkeley is a collider: among women,
only the strong candidates apply. In the third row, childhood
income is a collider: Black families who overcome
discrimination to attain incomes comparable to those of
White families likely have other advantages that may
contribute to their children’s incomes in adulthood. When
we state the theoretical and empirical estimands, the DAG
makes clear they are not equal and thus the descriptive
quantity does not support the conclusions drawn.”
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Exploration via [Structural] Topic Models
(STM)

moweall - “|_atent Dirichlet Allocation” in a —t ———+
| graphical model, but not a causal (g
ool one, for clustering (calculating : é !
coming latent classes) in textual data
Dot ong - STMs allows including covariates
camingi . Ultimately an exploratory
seness technique; clusters require -~ ST
o interpretation, and it’s easy to
worth using? interpret pure noise; and is based || 3 pem ||| &
_— on co-occurrence, so can only M“ é\/ __“fu_“j_i
find patterns that appear as co- M
References occurrences é@
Yw' € ¢ Yw € d)
VeeC Yd e D
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Variable selection for exploration

 Traditional statistics never came up with good methods
for model/variable/feature selection. Stepwise regression
was never really a good idea

« Model/Variable/Feature selection works well for

“prediction”, but it can also be used as an exploratory
step

« E.g., fitarandom forest, then look at variable importance.
Or fit a lasso, and see what is selected in. BUT IT IS NOT
CAUSAL, norisit even the only set of variables that fit
equally well (Mullainathan & Spiess, 2017)
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Scaling (human) labels

- Have your human coders (annotators, labelers) label
a small part of a corpus, then using ML models based
on correlations with word co-occurrence frequency
to scale up those labels. All that matters is the quality
of the final label, which you can check

- Can propagate standard errors using technique in
“prediction-powered inference” (Angelopoulos et al.,

2023)
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Neural networks for feature extraction,
dimension reduction, and labeling

[

(2) 2011 Image

(c) 2017 Image (d) 2017 Predictions

S3.2.4: Introductionto Computational and Data Science in the Social Sciences

(b) 2011 Ground Truth

510f55

If you do have image data, audio data,
video data, then neural networks can
help do something with it

Left: spatial apartheid in South Africa,
work from Timnit Gebru’s DAIR Institute
(Sefala etal., 2021)

“Edge detection” that happens as a part
of neural networks can be useful

Text data; language models can help,
but the embeddings they produce are
based only on co-occurrence and
nothing else

Momin M. Malik | ICQCM Summit 2025
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Summary

- What is data science? Mostly, applied machine learning

— What is machine learning? Correlation-only statistics, no attempt to
get at causality but more flexible at getting correlations

- Whatis a “computational method” or “computational science”?
Unclear; but computation is a core part of everything now

« What is worthwhile?

— Nonparametrics, DAGs for representing causality, limited use of
techniques for unstructured data, and scaling human
labeling/annotation/[qual] coding

- “All models are wrong...” (Box, 1979)
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